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1 Introduction

Registration is a widely used and essential tool in imaging of all forms, and especially in medical imaging. A great deal of effort and research has gone into developing registration methods to align images of various types. This talk aims to introduce the basic concepts behind registration, particularly the fully automatic registration methods, as applied in medical imaging. Because of the great variety of approaches used, it is necessary to only concentrate on a few here, but many surveys, reviews and textbooks covering both broad [14, 15, 20, 23, 28, 37, 41] and more specialised [2, 9, 10, 16, 24, 25, 26, 31] topics in medical image registration exist for the interested reader.

The basic registration task is to take two images (either 2D or 3D images) and align them. That is, spatially reshape one to match the other. This is done by finding a relationship between the voxel locations in the two images. Once this relationship is known, the information at corresponding locations can be combined, allowing fusion or comparisons of the two images.

For example, the information from different images (such as T1-weighted and T2-weighted MR images) can be combined, allowing features visible in one modality to be seen on top of features visible in the other. Another example is in functional MRI where the functional, low-resolution activations can be related to the anatomical structures seen in a separate high-resolution structural image of the same subject.

Registration is also useful for comparing images of the same modality that are taken at different times. For instance, longitudinal studies of disease (e.g. Multiple Sclerosis, Alzheimer’s, etc.), studies looking at anatomical variation between groups (e.g. Schizophrenia), motion correction of functional/dynamic images, and pre- and post-operative comparisons are all cases where registration is essential in the process of analysing the images to look for differences. In fact, the spatial relationships established by registration are often the quantities of most interest as they allow changes in shapes and volumes to be seen and quantified directly.

Finally, consider two areas where registration is particularly important and challenging. The first is the area of functional imaging (fMRI) where geometric and intensity distortions in the functional images and anatomical variability between subjects make both functional to structural and structural to standard-space registrations extremely difficult. The second challenging area is in surgical planning and assistance, where deformation of the patient’s anatomy occurs and real-time updating is needed for surgeons in the operating room.

Registration is therefore an essential tool in a wide range of medical imaging scenarios. Some aspects of registration are relatively well understood and methods exist that perform very well (e.g. rigid-body registration of intra-modal brain images) whereas other aspects are only just becoming possible (e.g. real-time surgical assistance) or are currently evolving (e.g. inter-subject comparisons). An understanding of the fundamental principles of registration and what limitations exist in the methods used is important in order to utilise medical imaging in a careful and quantitative way, either in a research or a clinical setting.

2 Basic Registration Components

There are two main categories of registration method: feature-based and intensity-based. The feature-based methods use either manually or automatically extracted features (or landmarks) from the images and align these features. In contrast, the intensity-based methods use all the voxel intensity values to determine the alignment of the images. The intensity-based methods are more common at present, and it is these methods which will be described herein, although interesting developments in feature-based methods are still being made (a recent example is [33]).

For intensity-based methods, the vast majority are based on three simple components: specifying the allowable transformations; choosing a way of measuring the similarity between transformed images; and choosing a way to search for the transformation that gives the best similarity. An understanding of this material is important for people that use registration methods, as well as those that develop them, since many registration applications require the selection of the correct options within these components in order to work well. Therefore these components, and the options within them, are what is described in the next sections.
2.1 Transformations

A spatial transformation is what is applied to an image in order to change the position, orientation or shape of structures (such as the brain) in the image. Mathematically it is expressed as a set of equations relating the old image positions (coordinates) to the new ones. These equations need to be restricted in some way in order to limit the possible deformations of the images. It is important to understand these restricted models of transformations (e.g. rigid-body, affine, viscous-fluid) as they determine the physical model for the deformations – either due to changes in the anatomy or in the imaging process (e.g. geometric distortions). For instance, rigid-body transformations do not allow the size or shape of any structures to change and so are useful for intra-subject registrations but not for inter-subject registrations where size and shape are different.

The transformation model is often described by its Degrees Of Freedom (DOF), which is the number of independent ways that the transformation can be changed. For example, consider translations (shifts) in 3D. There are three independent translations (one in $x$, one in $y$ and one in $z$) making this a 3 DOF transformation model.

In general, increasing the number of DOF allows the transformations greater scope to make one image match the other. The three most common models of transformations in 3D are: rigid-body (6 DOF), affine (12 DOF) and non-linear (anything from 12 to millions of DOF). These models are now described in more detail.

2.1.1 Rigid Body Transformations

The rigid-body transformation model only permits rotations and translations. In 3D it has 6 DOF: three rotations (one about each axis) and three translations. This fully describes the type of movements that a rigid-body (one that does not change shape) can undergo, and so it is a good model of how a rigid body-part (e.g. brain or pelvis) can move. See figure 1 for some examples of rigid-body transformations of a brain image.

This transformation model does not allow any structures within the image to change size or shape and therefore should only be used when this is known to be true, such as for images of the same subject where no anatomical changes are expected. Note that for articulated body-parts (e.g. the spine), a separate rigid-body transformation might be a good model for each part (e.g. vertebra), but not for the whole object.

2.1.2 Affine Transformations

The affine transformation model permits all linear coordinate changes: that is, rotations, translations, scalings and skews (or shears). In 3D this gives a total of 12 DOF: 3 translation, 3 rotation, 3 scaling and 3 skew parameters. See figure 1 for example transformations. Note that this includes, as a sub-class, all rigid-body transformations.

This transformation model allows both size and shape change for all structures in the image. However, these changes are global across the image and it does not, for example, allow one shape to increase in size while others stay the same size or decrease in size. Therefore this transformation model will not allow accurate registrations of images where, for example, only one has ventricular enlargement. The most common use of affine transformations is in registering images to an approximate common (or standard) space (e.g. Talairach space [35]) or for compensating for geometric image distortions, such as those caused by eddy currents in diffusion imaging [27].

2.1.3 Nonlinear Transformations

The non-linear transformation model includes all transformations that do not fit into the affine transformation model. Hence, it encompasses a very wide range of transformations from those that are nearly linear, with few DOF, to the most general transformations which have a separate displacement (3 DOF) for each voxel, giving well over a million DOF for typical images. In principle, these higher DOF transformations allow any geometric change between images to be modelled although typically some constraints are still applied to prevent non-physical transformations from occurring (such as changes in topology).

Many non-linear transformation models are based on various mathematical or physical models. These models generally control the DOF and the smoothness available to the transformation, and hence control how well they can align or reshape an image to match another. Some common examples of these models are:

**Basis Functions:** the transformation is made up of sums of simple functions (e.g. polynomials in AIR [40], or sinusoids in SPM [11]). The number of basis functions controls the DOF (usually in the hundreds) and the smoothness, since the lower-order basis functions are usually arranged to be the smoothest.

**Splines:** the transformation is built from simple piecewise terms and specified by values at knot or control points.
Figure 1: Various examples of affine transformations of an original image (left). Note that, for the affine case, these individual transformation types can be mixed in any order (e.g. scalings and rotations and skews). Rigid-body transformations are a sub-set of affine transformations and include rotations, but not scalings or skews.

The number of control points specifies the DOF (typically thousands) and the spacing effects the smoothness. Common examples include B-splines [32] and thin-plate splines [4].

Elastic-solid: the transformation is modelled as the deformation of an elastic solid [6, 21]. The material properties (e.g. Lamé coefficients) control the smoothness and the effective DOF (note that the effective DOF is less than the nominal DOF, especially if the smoothness is high which implies that the parameters are not independent). These models typically have very high nominal DOF (millions or more) and can model small changes very accurately, but may have problems with large deformations where the internal elastic energy pulls the image away from the best matching transformation. Note that bio-mechanical models [13], often used in surgical applications, are a prime example of this type of model, where the elastic energy also has a physical meaning.

Viscous-fluid: the transformation is modelled as the deformation of a viscous fluid which relaxes over time [7, 8]. The viscosity parameters control the speed of convergence but may not effect the final smoothness, depending on the number of iterations and the stopping criteria. These models have very high DOF (more than the effective DOF of most elastic-solid models) and low smoothness constraints, allowing them to fit to almost any possible image deformation.

Smoothed displacement fields: these model are more general than the others, often allowing 3 DOF per voxel (for a total of millions of nominal DOF). However, a smoothing parameter is used to control the smoothness directly and the effective DOF implicitly. One example in this category is the ‘Demons algorithm’ [36].

Several other categories exist and many more examples of methods in these categories can be found in any of the general references [14, 15, 20, 23, 28, 37, 41].

In general, non-linear transformations with very high DOF are useful for medium to high resolution images with good contrast and little or no artefacts, where the subtle changes in anatomy can be seen. For other situations where the internal details are indistinct or significant intensity changes are induced for other reasons (such as BOLD changes or artefacts) it is often more appropriate to use lower DOF non-linear or affine transformations, as these are less sensitive to poor image quality (including artefacts) and hence more robust. However, the final choice of transformation model must be made according to what specific acquisitions are available and the desired application, where other issues may also be important.
2.1.4 Interpolation

All images are acquired and stored as a collection of discrete points set on a spatial grid. However, in order to carry out the image transformations the intensity at positions between grid points needs to be calculated. This process is called interpolation.

As an illustration, consider interpolating a one-dimensional signal using a linear interpolation method. The aim is to calculate the intensity at any location between the sample points. (One reason to want to do this would be to effect a sub-voxel — i.e. very small — translation.) To do this, the two nearest samples are chosen, and a hypothetical line is constructed between the intensities at these points so that the intensity at any point in between can be found. This is illustrated in figure 2.
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Figure 2: A one-dimensional linear interpolation. The left figure shows the original discrete samples. In the middle figure the original samples are connected with lines (hence linear interpolation) — forming the interpolant. This interpolant is then resampled at the new points (open circles), effectively performing a sub-voxel translation.

Several different methods of interpolation exist and each produces slightly different results. Some of the most common methods in three dimensions are: nearest neighbour (take the value of the nearest original neighbour), trilinear (the three-dimensional extension of the one-dimensional linear interpolation example given above), sinc (an interpolation function commonly applied in image processing) and spline-based (smooth forms made from simple piecewise segments). Note that both sinc and spline-based interpolations use information from outside the immediately neighbouring voxels. As a consequence they can include more information about the image structure and can produce sharper images, but take longer to calculate.

When the precise value of the intensity at a point in the image is important, as it is in motion correction of fMRI volumes, the choice of interpolation can be significant. However, for many registration applications it is sufficient that the interpolated intensity be similar to surrounding tissue, allowing for some small interpolation inaccuracies. Therefore, the choice of interpolation method is usually not critical as long as it is smooth or continuous. Hence, for registration, trilinear interpolation is commonly used, due to its simplicity and speed, while nearest-neighbour, because it is not smooth, is generally avoided. Furthermore, it is common to apply a more accurate interpolation method (e.g. spline) in the final image transformation (resampling) while using a faster method (e.g. trilinear) for the main registration calculations.

2.2 Similarity and Cost Functions

Once the transformation model and interpolation method have been selected, it is necessary to define a global measure of similarity between the images. That is, a function which will quantify how similar the images are after a spatial transformation has been applied. This is done by defining a similarity function where better-aligned images give larger values (alternatively, a cost function can be used, where better aligned images give smaller values). Given a similarity function, the registration problem is solved by systematically trying different transformations in turn, to find the one which gives the maximum similarity value.

It is not essential for users of registration methods to understand the precise details of the similarity function calculations. However, it is essential to understand which ones are appropriate in a given situation (e.g. that least squares, mean absolute difference, mean square difference and normalised correlation should only be used for intra-modal registrations). Therefore the details presented in the next sections can be skipped on a first reading, but note should be taken of the appropriate usage conditions that are required for each similarity function.

One of the greatest challenges for fully automatic registration methods is the definition of a sensitive but robust similarity function. The first consideration when choosing a similarity function is whether registration is between two images of the same type (intra-modal) or different types (inter-modal). With intra-modal registration, one can normally assume that the two images will look fairly similar after correct registration — maybe just a change in overall brightness and contrast is necessary. However, in the latter case, one cannot assume that a given tissue type will have the same image intensity in each image. For instance, consider registering a T1-weighted MR image with a T2-weighted image. In the T1-weighted image the CSF has a lower intensity than the white matter,
whereas in the T2-weighted image its intensity is higher. The unknown intensity transformation then becomes a confounding factor to be dealt with by the similarity function.

### 2.2.1 Intra-modal

For intra-modal image pairs, a given tissue should map to the same (or similar) intensity in each image. Therefore, the similarity can be measured by looking at the difference of intensities at corresponding voxels. Consequently, cost functions such as the mean absolute difference or mean squared difference (often called ‘least squares’) can be used – see appendix A. Note that since both positive and negative differences represent non-similar intensities, the absolute value or squared value of the difference is used. Figure 3 shows an image pair in several alignments together with the difference image.

One problem with using the difference between images as a similarity measure is that the overall intensity level and contrast can vary (see figure 3) if, for instance, changes in scanner calibration occur. This means that there will be an overall bias in the difference image which can result in a poor registration being found. A way of overcoming this problem is to use a similarity function which is normalised so that global changes in brightness and contrast (global offset and scaling of intensity) do not change the similarity value. An example of this type of similarity function is normalised correlation. This is equal to the usual statistical covariance measure \( E[I_A I_B] - E[I_A] E[I_B] \) divided by the standard deviation of the intensities in each individual image. It is the division by the two standard deviations that compensates for global scaling while the correlation itself is unchanged by global offsets.
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Figure 3: An example showing the difference image formed by several image pairs. Each row contains an image pair (Image A and Image B) together with the corresponding difference image (Image B - Image A), where light and dark areas in the difference image represent positive and negative values, respectively. The top two rows show the effect of a large and small rotation while the bottom row show the effect of a change in intensity brightness and contrast. Of these, the middle difference image has the least deviation (positive or negative).

### 2.2.2 Inter-modal

For inter-modal image pairs, the intensities associated with the various tissue types can be completely different from one image to another. However, within an area that contains a single tissue type the intensity should be nearly constant. This is true for each image, although the mean intensity of this area in each image is likely to be very different. For example, consider some tissue, say grey matter. The intensity in one image might be \( 1000 \pm 10 \), so that any intensity near 1000 in the first image would be most likely to correspond to grey matter, whilst in the other image it might be \( 400 \pm 5 \), a very different intensity, but again the intensity of all the grey matter within this image is nearly constant.
This observation is the basis of the Correlation Ratio \cite{30}, which initially performs a segmentation of one image into areas of similar intensity. This segmentation is done by binning the intensity values as would be done to create a histogram. A bin number is assigned to each location (voxel), so that all locations with the same bin number should correspond to the same tissue type. For example, choosing a bin width of 50 would assign all locations with an intensity value between 1 and 50 to bin 1, between 51 and 100 to bin 2, between 101 and 150 to bin 3, and so on. The word \textit{areas} will be used here to denote the set of locations with the same bin number (see figure 4). These areas represent spatial regions.

Each area is then mapped onto the second image, and the intensities inside each area examined. These intensities in the second image should be approximately constant if the image is aligned well, as each area should contain the same tissue type. However, if the images are poorly aligned there are likely to be several tissue types in any single area. Therefore, the similarity function is based on how much the intensity of the second image varies within each of the areas. Note that although the first image may be over-segmented (that is, a given tissue type may be split into more than one area) this does not matter since, if the alignment is good, the corresponding intensities in the other image will still be approximately constant, while if the alignment is poor, they will fluctuate greatly since the areas will cross tissue boundaries.

### Image Areas

<table>
<thead>
<tr>
<th>Area 1</th>
<th>Area 2</th>
<th>Area 3</th>
<th>Area 4</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.png" alt="Image 1" /></td>
<td><img src="image2.png" alt="Image 2" /></td>
<td><img src="image3.png" alt="Image 3" /></td>
<td><img src="image4.png" alt="Image 4" /></td>
</tr>
</tbody>
</table>

Figure 4: An illustration of the spatial areas formed by binning the intensity values. On the left all the bins are shown in the one image, represented by different shades of grey, while in the four images on the right, each area is shown separately in white. For this example only four bins were used, whereas in practice often hundreds are used.

More precisely, it is the variance of the intensities for each area in the second image that is of interest. For the Correlation Ratio (a similarity function — see appendix A) the variance in each area is first weighted by the size of each area and summed together to give a total (weighted) variance score. This variance is then normalised by dividing it by the total variance of the second image, treated as a single area, and then subtracted from one. Once again this normalisation ensures that the score is unaffected by any global intensity scalings.

Another commonly used inter-modal similarity function is Mutual Information \cite{22, 38}, or Normalised Mutual Information \cite{34}, which are based on measuring the \textit{joint entropy} of the intensities. Entropy, a quantity used in physics and communication engineering, is a measure of disorder; a substance with high entropy is one that is very disordered. Therefore, low entropy represents an ordered situation, and it is the relation between the corresponding intensities across the two images which should be orderly when the alignment is good.

In practice, the entropy is measured from the joint histogram of the two images. This histogram is formed by assigning a bin number to each voxel, in each image separately, based on the intensity at that voxel. Then a two-dimensional array of bins is formed with the bin numbers for the first image along the vertical axis, and those for the second image along the horizontal axis. This array is the (unfilled) joint histogram and to fill it requires looking at each voxel position in turn, finding the bin numbers from each image at this position, then adding one to the cell corresponding to the pair of bin numbers found.

For example, consider a voxel position of (10,3,7). If the bin number is 4 at this position in the first image, and is 6 at this position in the second image, then the cell (4,6) in the joint histogram has one added to it. So, by starting with zero in all cells, the joint histogram is built by examining each voxel location in turn (for both images together) and adding one to the appropriate bin. Figure 5 shows some joint histograms formed from an inter-modal pair of images in various alignments. Note how the dispersion of the histogram entries decreases as the images become well aligned.

Given the joint histogram, the entropy quantifies how orderly the entries are. This is defined mathematically with both joint and marginal (individual) entropies, which are combined to form the mutual information measures. Appendix A contains the mathematical definitions of this and the other similarity/cost functions discussed above.
Figure 5: An illustration of some typical joint histograms formed from an inter-modal image pair in various alignments. The images used have T2 (first column) and T1 (second column) weightings and are of the same individual. Alignment of the images varies from nearly perfect (top row) to poor (bottom row). In each case, the vertical axis of the joint histogram corresponds to bin numbers of the first image, while the horizontal axis corresponds to bin numbers in the second image. Note that as the alignment gets worse the dispersion increases, but even for the nearly perfect alignment there is some dispersion. In this case the dispersion is due to the fact that the relationship between tissue type and intensity is not perfect but only approximate.

2.2.3 Summary

Each similarity function makes some assumptions about how the intensities are related between the matched image pair. These assumed intensity relationships are:

<table>
<thead>
<tr>
<th>Similarity/Cost Function</th>
<th>Assumed Intensity Relationship</th>
<th>Appropriate Usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean Square Difference</td>
<td>$I_B = I_A + \epsilon$</td>
<td>Intra-modal (fixed intensity scaling)</td>
</tr>
<tr>
<td>‘Least Squares’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean Absolute Difference</td>
<td>$I_B = I_A + \epsilon$</td>
<td>Intra-modal (fixed intensity scaling)</td>
</tr>
<tr>
<td>Normalised Correlation</td>
<td>$I_B = mI_A + \epsilon + \epsilon$</td>
<td>Intra-modal (intensities can be scaled)</td>
</tr>
<tr>
<td>Correlation Ratio</td>
<td>$I_B = f(I_A) + \epsilon$</td>
<td>Inter-modal (e.g. MR-MR)</td>
</tr>
<tr>
<td>Mutual Information</td>
<td>$I_B$ and $I_A$ statistically related</td>
<td>Inter-modal (more general)</td>
</tr>
<tr>
<td>Normalised Mutual Information</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

where $\epsilon$ represents image noise (also considered present in the Mutual Information cases). This table can be used to select an appropriate similarity function for given images. For example, if the two images are of the same modality (e.g. T1-weighted) and the sequence is identical then any similarity function can be used, although Mean Square Difference and Mean Absolute Difference may be more sensitive to change and more accurate. However, if the sequence parameters are slightly different (or the scanner gain changes) then Normalised Correlation would be the most appropriate. If, on the other hand, the modalities are different (e.g. T1-weighted and T2-weighted) then only Correlation Ratio and the Mutual Information-based similarity functions can be used. Note that the difference between these two types is that Mutual Information does not insist on a strict relationship between intensities and can be used when the image modalities are extremely different (e.g. CT and MR) whereas Correlation Ratio assumes that if there is no distinction between tissue intensities in one image ($I_A$) then there cannot be one in the other image, which is generally true for MR to MR image registration, but not for CT to MR.
2.3 Finding the Transformation

Once the similarity function has been chosen, the transformation that maximises this similarity must be found. Due to the complexity of the similarity functions there is usually no analytical (that is, directly calculable) solution available, and so the solution must be found by searching. The problem of searching for the transformation parameters that give the best function value (global maximum) is a standard problem in mathematics, called the optimisation problem. Consequently, there are many different algorithms available for solving the optimisation problem.

A difficulty with optimisation in the context of registration is that only the global maximum is of interest, not local maxima, but many optimisation algorithms only aim to find local maxima. The difference between a local maximum and the global maximum is shown in figure 6. As can be seen, there is only one global maximum for a function (the single biggest value), which may be hidden in amongst many local maxima. In practice, some registration methods simply find the nearest local maximum, and so rely on starting close enough to the global maximum, but this can lead to non-robust registration. To solve this problem in general requires more sophisticated optimisation algorithms.

![Figure 6: An illustration, using similarity function values calculated for a real image pair, showing both local maxima and the global maximum.](image)

2.3.1 Optimisation

Searching for the transformation that gives the best similarity value (the global maximum) is the task of the optimisation algorithm. Conceptually, the problem seems simple, as it is easy to spot the global maximum in a graph like that shown in figure 6. However, in practice this is difficult because only isolated values can be calculated, one at a time. Therefore, the overall shape and general trends that make it easy to find in the example figure, are not available to the algorithm.

To illustrate this problem, consider an old sailing ship in coastal waters which wants to find the deepest point within some region. At any particular position that the ship is in, it can measure the depth by letting out a chain and measuring how far it has to go before hitting the sea-bed. Initially, the depth is unknown at all positions, and the depth can only be measured at particular positions. Thus it is necessary to start somewhere and then progressively try new positions until the captain is satisfied that the deepest point has been found. What makes this search difficult is that it is largely blind. Given a handful of depth measurements, the difficult steps are deciding where to look next and when to stop, therefore assuming that the deepest point has been found. Unfortunately, there is no general guarantee at any stage that the deepest point has indeed been found.

In this analogy the process of letting out the chain is equivalent to calculating the similarity function. The position of the ship is equivalent, not to any position, but to a particular value of the transformation parameters (for instance, rotation angles and translation values). That is, the ship attempts to find the position where the depth is greatest, but the optimisation algorithm needs to find the transformation parameters that give the greatest similarity. This makes the problem much harder because for the ship analogy there were only two dimensions to search, but for transformations there are many dimensions (equal to the DOF) which makes the general scope of the search much, much larger.

For automatic registration, choosing an appropriate optimisation algorithm is crucial for two reasons. Firstly, this is the most time-consuming part of the registration process, and secondly, if the optimisation gives bad results then the overall registration will be bad, regardless of what similarity function and transformation model is chosen. Therefore, the algorithm should ideally be both fast and robust (i.e. unlikely to give bad results by finding local maxima).
Although there are many mathematical local optimisation algorithms available (like gradient ascent, Powell’s method, etc. — see [29] for more) there are few global optimisation algorithms. Of these, Simulated Annealing (also see [29]) is the most well known, and does provide a statistical guarantee of finding the global maximum, but has the disadvantage that it requires many, many evaluations of the similarity function (which takes a long time) before finding the desired solution. In many cases there is no standard optimisation algorithm that is suitable, and so a custom-made algorithm must be designed (e.g. see [17]) to satisfy both efficiency and robustness requirements, given the particular similarity function that is chosen.

For non-linear transformations, the problem is even more difficult as there are potentially millions of parameters to find, and any form of search in such a high dimensional parameter space is prohibitively slow. Therefore, most optimisation algorithms for non-linear registrations start by finding the best initial affine transformation and then assuming that this is ‘close’ to the desired solution so that all other parameter changes will be small and can be found using quick, local optimisation algorithms. In addition, they usually rely on using multi-scale and multi-resolution analysis techniques to speed the search, which is discussed next.

2.3.2 Multi-Scale and Multi-Resolution Analysis

When looking at brain images it is normally easy for a person to identify a rough alignment based on the gross features in the image, such as the outline of the skull or brain. Mathematically, a similar thing can be achieved by using a multi-scale approach. The basic idea is to initially blur and sub-sample the images so that the fine detail is lost; then only the gross features are used to get an initial alignment. This is usually repeated at several different scales (amounts of blurring and sub-sampling) so as to refine the fit using progressively finer and finer details.

There are two main advantages to using such a multi-scale/multi-resolution approach. One is to improve the robustness of the optimisation, by ensuring that the initial fit is ‘close’ to the desired solution (the global maximum), and the other is to speed up the optimisation process. This speed up is possible because the resampled image has a larger voxel size and hence contains fewer voxels. Consequently, the similarity function to be evaluated more quickly. For example, sub-sampling an image from 1x1x1mm voxels to 4x4x4mm voxels decreases the number of voxels in the image by a factor of 64, allowing the optimisation at this scale to be 64 times faster. Figure 7 shows an illustration of this sub-sampling scheme, with an initial image (1mm cubed voxels) and three typical sub-samplings (2mm, 4mm and 8mm cubed voxels respectively). Note that in order to ensure robustness the images must be blurred by an appropriate amount prior to sub-sampling.

![Figure 7: Example showing an image with 1x1x1mm voxels, and three sub-samplings of this image with 2x2x2mm, 4x4x4mm and 8x8x8mm voxels.](image)

3 Pre-processing, Artefacts and Registration Error

When registering two images the selection of the desired options (especially a similarity/cost function and transformation model) effectively define a model for what kind of differences can exist between well matched images. For instance, the use of the mean squared difference cost function and a rigid-body transformation model implies that the matched images will have the same intensities up to some amount of additive noise, and that the anatomical structures can be aligned with only a set of global rotations and translations. However, in practice, unwanted, complicated differences between images exist which cannot easily be dealt with by the available registration options.

The two most common types of unwanted differences are those due to physical/anatomical differences, and those due to scanning artefacts. Examples of the former category include new gross pathologies, such as lesions, and...
changes in neighbouring structures which are of no interest, such as lung size, fatty tissue deposits or jaw position. Examples of the latter category include bias field effects (RF inhomogeneities), ghosting, motion distortions and distortions caused by B0 inhomogeneities.

Two common methods of dealing with these unwanted differences are by pre-processing the images and by using masking or weighting functions in the registration. Pre-processing strategies such as bias field removal, brain extraction, B0-unwarping and ghost reduction, to name a few, can be crucial for obtaining good registrations by removing the differences before registration is run. Alternatively, a masking or weighting function for the similarity/cost function [5] can be used to ignore (or downweight) areas of the image where differences are known, or expected, to exist. For instance, manually masking out lesions or calculating expected signal loss masks for B0 distortions are two cases where masks are useful. Note that this is different to masking the images themselves as that introduces false intensity changes on the edge of the mask, whereas incorporating masking within the similarity function itself just ignores the intensities in those voxels.

Errors in registration exist due to several reasons, including: unremoved artefacts/differences, failed optimisation (local maxima), inappropriate choice of options (similarity function, transformation, interpolation, etc) and noise. The last of these, noise, is always present and will induce some inaccuracy in the final registration. Therefore, all registration will be inaccurate to some degree, however many images have such high Signal to Noise Ratios (SNR) that the main reason for inaccuracy is not the noise but the other problems. Hence the typical accuracy with which a registration can be achieved depends on aspects of the registration algorithm (e.g. optimisation method), the user’s selected options (e.g. similarity function) and the artefact levels present in the image. Consequently it is difficult to give any ‘typical’ error values, although in certain situations attempts to characterise the errors have been made (e.g. [39] for rigid-body registration). However, due to the difficulty in finding test data with known ground truth, it is more useful and practical to estimate the error for each individual application by careful manual assessment. This information about how accurate the registration is can be crucial for evaluating the reliability and accuracy of quantitative measures derived from the registered images.

4 Motion Correction and Other Applications

As mentioned in the introduction, there are many applications of registration and its use in the early (or late) stages of quantitative analysis is very common. This section will briefly touch on three common applications: motion correction, multiple acquisition averaging and detecting structural changes in longitudinal studies.

Motion correction is common in functional imaging, especially in neurological fMRI. In this case the motion that needs to be corrected is the bulk motion of the head (brain) which is a case of rigid-body motion. Consequently this can be solved by multiple application of intra-modal rigid-body registration to the fMRI series (by registering each image in the series to a chosen ‘reference’ image from the series) and this is what is implemented in most motion correction methods. However, this is still a difficult problem because of the following factors: (a) very high accuracy (approximately 0.5mm or better) is required to correct for induced intensity fluctuations of the size of the BOLD signal changes; (b) artefacts such as spin-history effects [12] and B0-distortion interacting with the motion [18, 1]; (c) changes in motion between slices [19, 3]; and (d) non-rigid motion in areas such as the brain stem. Consequently, motion correction methods are still an active area of research.

A common way of acquiring MR images with good SNR is to average several separate images together. However, in the same way that motion can occur between image acquisitions in a functional series, this motion can also occur between these separate acquisitions and needs to be accounted for. This correction can also be done using a series of pairwise image registrations, but the details of what sort of registration is required depends on what structures are involved and how they move. For example, in brain imaging it is normally assumed that rigid-body motion is sufficient (ignoring the small non-rigid motions at ventricle edges and in the brain stem). Alternatively, for imaging the spine it is often necessary to perform non-linear registration (possible with a rigid-body constraint for each vertebra) and it may also be necessary to acquire the images at a fixed point in the respiration cycle to limit the change in lung position and size. Therefore the details of the required registration settings are very application dependent, and careful thought must be put into choosing the correct registration options as well as in the appropriate acquisition and pre-processing measures.

Finally, longitudinal studies are commonly performed in order to detect subtle changes in anatomical shape or in quantitative parameters within tissue, which can act as markers for disease. Registration of the images prior to comparison is essential and errors in the registration can have a significant effect on the final outcome. Consequently it is important to minimise the errors as much as possible by a combination of all the available acquisition,
pre-processing and weighting steps outlined in the previous section. It is also useful to understand the effect that registration errors can have on the results, and ideally this can be taken into account in the analysis, or at least the common form of the erroneous results taken into account subjectively. For example, when there is a registration error, the largest changes in intensity occur at the boundary between structures (where the intensity change is largest) and so false positive results (reflecting large changes that are purely due to registration error) are likely to form near these boundaries. The distance from such edges that this kind of false positive is likely to exist depends on the registration accuracy, and so having an estimate of this is very useful, although post-processing stages such as spatial filtering (blurring) can alter this.

5 Summary

Most automatic (i.e. non-manual) registration methods require: (1) a transformation model, (2) a similarity function and (3) an optimisation algorithm. It is therefore necessary to select an appropriate transformation model, similarity function and optimisation method for each different application. Sometimes this involves choosing the right parameters within a given implementation, and sometimes this means choosing between different implementations depending on how many user-selectable options are available.

The transformation model must be selected to suit the problem at hand. If an exact match between two images (or the structures within these images) is required and the anatomy is different, then a high DOF transformation model (e.g. viscous-fluid) should be used. However, if the images have the same anatomy (e.g. brain of the same subject in the same session) then a rigid-body model should be used as this enforces the appropriate constraints. Note that, in general, the lower DOF models are less sensitive to image quality and hence more robust.

Similarity functions will determine what range of intensity changes are allowable. For instance, some similarity functions are only suitable for intra-modal registration while others are suitable for inter-modal registration as well (where arbitrary intensity relationships can hold). Note that any inter-modal similarity function should also be capable of working for intra-modal image pairs, but it may have more local maxima than the simpler intra-modal similarity functions and consequently produce less reliable or robust results.

The optimisation method is the final, and equally important, component of a registration tool. This is what principally determines the speed and robustness of the method. Usually each implementation of a registration tool will use one particular optimisation method, which is an integral part of the most inner workings of the algorithm, and not easily changed. Hence it is often only possible to change optimisation methods by choosing a different implementation.

Finally, it is equally if not more important to select appropriate acquisitions, pre-processing and masking options to minimise the effects of artefacts and non-modelled image changes such as gross anatomical differences between images (e.g. new lesions). Any changes in the images which cannot be modelled by the spatial transformation model and the similarity function assumptions needs to be dealt with prior to the registration. For example, bias field is a common and problematic artefact in MR images which introduces a intensity scaling factor that varies slowly across the image (although less slowly for surface coils and very high field scanners). Therefore using a bias field correction prior to registration is often essential to obtain good results, especially when large DOF transformations are being estimated, as the higher DOF transformations are more sensitive to effects like this. Similarly, masking or weighting the images to ignore areas containing pathologies (e.g. lesions) or structures of no interest (e.g. jaw in neuro-imaging) can considerably improve accuracy and robustness of registration results.

Any automatic registration method will contain some inaccuracy (due to noise, artefacts etc.). In addition, it is possible for gross mis-registrations to occur if, for instance, a local maximum is found rather than the global maximum. Such errors can be common in certain applications as no optimisation method, in practice, can guarantee to find the best solution every time. For these reasons, it is always advisable to check the registration results visually and obtain some subjective (or, ideally, objective) estimate of the registration accuracy. This estimate of error should then be taken into account in subsequent analyses of the image data.

Appendix A: Mathematical Definitions

This appendix contains mathematical definitions of some commonly used similarity/cost functions for both intra-modal and inter-modal registration. Let the two images be $I_A$ and $I_B$ with the voxel intensity at a location $j$ (in $I_A$) denoted by $I_{A,j}$. Furthermore, let $N$ be the total number of voxels in an image.
A.1 Intra-modal

Mean Absolute Difference = \( \frac{1}{N} \sum_j |I_{Aj} - I_{Bj}| \)

Mean Square Difference = \( \frac{1}{N} \sum_j (I_{Aj} - I_{Bj})^2 \)

Normalised Correlation = \( \frac{\sum_j (I_{Aj} - \bar{A}_j)(I_{Bj} - \bar{B}_j)}{\sqrt{\sum_j (I_{Aj} - \bar{A}_j)^2 \sum_j (I_{Bj} - \bar{B}_j)^2}} \)

where \( \bar{A}_j = \frac{1}{N} \sum_j I_{Aj} \) and \( \bar{B}_j = \frac{1}{N} \sum_j I_{Bj} \). Note that the MAD and MSD are cost functions, NC is a similarity function.

A.2 Inter-modal

Correlation Ratio = \( 1 - \frac{\sum_j n_j \sigma_{ij}^2}{\sigma^2} \)

Mutual Information = \( H(I_A) + H(I_B) - H(I_A, I_B) \)

Normalised Mutual Information = \( \frac{H(I_A, I_B)}{H(I_A) + H(I_B)} \)

where \( \sigma_{ij}^2 \) is the variance, \( \mu_j \) is the mean value, and \( n_j \) is the number of voxels in area \( j \); and \( \sigma^2 \) is the total variance across the whole image. Joint entropy is given by \( H(I_A, I_B) = -\sum_{ij} \frac{n_{ij}}{N} \log \left( \frac{n_{ij}}{N} \right) \) where \( n_{ij} \) is the number of voxels that were assigned to the bin pair \((i, j)\). The marginal entropies, \( H(I_A) \) and \( H(I_B) \), are defined similarly, but using the individual image histograms rather than the joint histogram. Note that NMI is a cost function, while CR and MI are similarity functions.
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